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Abstract of the contribution: This contribution discusses changes to 5G QoS to support periodic, deterministic services that require TSN. 

[bookmark: _Hlk514274591]1	Introduction
In the conclusion of TR23.734, for key issue 3.1: Enablers to support Time Sensitive Networking (TSN), the following was specified:
1. “Solution 8 is recommended as the basis for normative work.” In solution 8, the 5GS appears as a TSN bridge, and “Applications request QoS properties that the 5G system then meets using 5G framework such as QoS Flow type (GBR, delay critical GBR), 5QI, ARP, etc.”
2. “5GS QoS framework is reused with enhancements, if needed, in order to support time sensitive communication.”
3. “Evaluate the need for new QoS parameter(s) to support time sensitive communication scheduled transmission in 5GS.”
This contribution discusses 5G QoS enhancements to support periodic, deterministic TSN traffic and proposes enhancements to 5GS QoS framework aligned with the above TR conclusions. TSN traffic also encompasses aperiodic traffic types that may or may not be covered by e.g. the Delay Critical GBR resource type, this is for further discussion. 
2	Discussion
Wired TSN networks supporting periodic, deterministic traffic are characterized by paths between a talker and listener where the burst arrival and transmit time windows are known at each hop. An example of such a traffic pattern is shown in Figure 1. With centralized configuration, each path is carefully configured by a controller (eg: a Centralized Network Controller, aka. CNC supporting 802.1Qcc) so that contention for resources is avoided when packets need to be transmitted at each bridge.  Bridges supply the CNC with user plane delay characteristics and receive a Gate Schedule containing the transmit window for each TSN flow.  Knowledge of these time windows allows bridges to reserve resources, eliminating packet queuing and contention between TSN flows.  This achieves lower path latency than is otherwise possible via prioritization of flows. It is assumed that the 5GS can cover multiple TSN domains as well as other non-TSN traffic and thus remain robust to changes happening within distinct TSN domains.   
[image: ]
Figure 1 - Deterministic periodic traffic, traffic pattern defined at the egress of the hop.
For the 5GS bridge to participate in a TSN network several steps are needed:
· 5GS Delays (eg: PDB) need to be exposed so the CNC can calculate transmission schedules.  Delay values should be minimized using 5G QoS mechanisms (see below).  UE and UPF Residence times also need to be made available so that the N60 <-> N6 delay can be computed and sent to the CNC.  Suggested timing related parameters are shown in figure 2.


 
Figure 2 – Timing diagram for 5GS QoS (uplink example)


· The 5GS bridge needs to be configured to exhibit the behaviour of Gate Schedules at egress ports. These ports correspond to the N6 interface after adaptation by a TSN Translator (TT) Function, and the N60 interface as described in TR23.734 Solution 8 and depicted in Figure 2.   This egress schedule configuration need not involve 5G QoS as IEEE protocols (802.1Qcc, 802.1Qbv, 802.1Qch, etc.) and IETF management protocols have already been defined for that purpose.  A CNC may provide egress schedules to the IEEE side of the TT and the N60 side of the UE where they are enforced.

· Similar to TSN bridges, information about the deterministic flow available from an external source such as a CNC should be used to optimize delay for TSN flows within the scope of 5G QoS (between the UE and UPF) and ensure that packets arrive at egress ports during the proscribed time window. As with TSN bridges, the deterministic flow information such as CycleStartTime and Window size (time) computed by the CNC to avoid contention between TSN flows can be used in the RAN to eliminate queuing and pre-reserve RAN Uu resources for TSN flows.   

Note TSN QoS affords the opportunity to reduce latency by exploiting a-priori traffic pattern knowledge.   If the RAN knows the maximum burst size, the transmit time window, and that there will be no other TSN flows contending for resources, it may pre-allocate Uu scheduling resources.  This is similar to semi-persistent scheduling at a specified clock start time with no resource contention.  TSN QoS to support this is described in the following section.
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Figure 2: Scope of 5G QoS.   Architecture based on TR23.734, Solution 8 – Example with TSN Translator in UPF
2.1	5G QoS for TSN Periodic Traffic
The following are proposed principles:
1. A new Resource Type - Deterministic Periodic GBR (DPG) is proposed to support 5G QoS for TSN periodic traffic. DPGs will inform RAN about the expected data arrival instants and periodicity, which may be used by RAN to schedule TSN flows efficiently on Uu interface.
2. To configure a DPG, flow schedule information (uplink and/or downlink) are derived by an entity (such as a Translator and CNC) that is outside the scope of 3GPP.   The 5GS may assume that the received transmission windows for different TSN flows are time-multiplexed and hence do not contend for the same Tx resources.    
3. The parameters included in DPG and describing the externally provided schedules are used by RAN to configure Uu Tx/Rx resources.  A TSC flow may be allocated exclusive use of RAN resources during scheduled Tx windows.  Note it is up to the RAN to determine how the deterministic flow schedule information is used for Uu scheduling.
4. An AF may request a DPG and provide a flow schedule information to the PCF.  The AF as shown in Figure 3, reproduced from TR23.734 Solution 8, is a TSN Translator that supports the IEEE protocols native to TSN networks.
[image: ]
Figure 3: Example Solution Architecture - from TSN TR23.734 Solution 8
The following are proposed Deterministic Periodic GBR Parameters.  These parameters are driven by end-station requirements and should be configurable via AF request through the PCF for a DPG.
· Flow Direction - uplink/downlink
· Periodicity/Cycle Period - The transmission schedule repetition period. 
· Window Offset/Cycle Start Time – Start time for traffic transmission of a DPG flow (N6 /N60).  Start time may be expressed as a time, or as an offset from a clock origin (epoch). 
· Packet Delay Budget (PDB) – The upper bound for the time that a packet can be delayed between the UE and the UPF that terminates the N6 interface, the 5G-AN needs to be able to estimate its own PDB budget (similar to how this works in the existing QoS framework, see TS23.501). The PDB is always defined by 5GS Time Domain.  
· Maximum Data Burst Volume (MDBV) – The maximum size of the burst sent during each CyclePeriod/Periodicity. 
[bookmark: _GoBack]Note: the definition of MDBV for Deterministic Periodic GBR differs fom the one used for other tyes of bearers.
· Time Domain - The active time domain of which Periodicity/CyclePeriod, Window Offset / CycleStartTime parameters are defined.  This may be the 5GS Time Domain or another specified factory Time Domain.
· GFBR -  Not used.   However, there is an implied GFBR= MDBV/periodicity
· MFBR – Not used
· Averaging Window – Not used
Proposal 1:  Discuss and agree on enhancements needed for 5GS QoS framework in order to support deterministic and time sensitive communication. Confirm the agreed parameters/enhancements with RAN2 by sending an LS out.
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